VALID RESAMPLING OF HIGHER ORDER STATISTICS USING THE LINEAR PROCESS BOOTSTRAP AND AUTOREGRESSIVE SIEVE BOOTSTRAP

CARSTEN JENTSCH AND DIMITRIS N. POLITIS

Abstract. We show that the linear process bootstrap (LPB) and the autoregressive sieve bootstrap (AR sieve) are in general not valid for statistics whose large-sample distribution depends on moments of order higher than two, irrespective of whether the data come from a linear time series or not. Inspired by the block-of-blocks bootstrap, we circumvent this non-validity by applying the LPB and AR sieve to suitably blocked data and not to the original data itself. In a simulation study, we compare the LPB, AR sieve and moving block bootstrap applied directly and to blocked data.

1. Introduction

Over the last decades several techniques for bootstrapping dependent and stationary time series data have been proposed and many papers have been published on this area of research. An overview can be found in the monograph of Lahiri (2003) or the recent review paper by Kreiss and Paparoditis (2011) and the references therein. After having defined a new general bootstrap scheme, usually the first statistic under consideration is the sample mean which appears to be the most simple quantity of interest. Unfortunately, many papers do not go far beyond the sample mean.

Of course other statistics of higher order are of considerable interest. Important examples in time series analysis are estimates for autocovariances, autocorrelations and the spectral density. But also estimates for more general higher order statistics are of interest as well. Many of such statistics are contained in the following broad class of functions of generalized means which has been considered by Künsch (1989), Politis and Romano (1992), Bühlmann (1997) and more recently by Kreiss and Paparoditis (2011). For functions \( g : \mathbb{R}^m \to \mathbb{R}^d \) and \( w : \mathbb{R}^d \to \mathbb{R} \) let

\[
T_n = w \left\{ \frac{1}{n-m+1} \sum_{t=1}^{n-m+1} g(X_t, \ldots, X_{t+m-1}) \right\},
\]

(1.1)

where \( m \in \mathbb{N} \) (fixed) and the functions \( w \) and \( g \) fulfill the following smoothness assumptions (Bühlmann, 1997, p. 131):

(A) \( w \) has continuous partial derivatives for all \( \vartheta \) in a neighborhood of \( \vartheta = E g(X_t, \ldots, X_{t+m-1}) \) and the differentials \( \sum_{i=1}^{m} \partial w / \partial x_{i|x=\vartheta} y_i \) do not vanish. The function \( g \) has partial derivatives of order \( h \in \mathbb{N} \), which satisfy a Lipschitz condition.
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The class of estimators defined above is quite rich and contains as special cases versions of sample autocovariances, sample autocorrelations, sample partial autocorrelations, Yule–Walker estimators, and the sample mean.

**Example 1.1** (Special cases of $T_n$).

(i) If $m = 1$ and $w(x) = g(x) = x$, $T_n$ becomes the sample mean $\hat{X} = n^{-1} \sum_{t=1}^{n} X_t$.

(ii) If $m = 2$, $w(x) = x$ and $g(x, y) = yx$, $T_n$ becomes a version of the sample autocovariance at lag $h = 1$ for centered observations $X_1, \ldots, X_n$, i.e.

\[
\hat{C}(1) = \frac{1}{n-1} \sum_{t=1}^{n-1} X_{t+1}X_t.
\]

(iii) If $m = 2$, $w(x, y) = x/y$ and $g(x, y) = (yx, x^2)$, $T_n$ becomes a version of the sample autocorrelation at lag $h = 1$ for centered observations $X_1, \ldots, X_n$, i.e.

\[
\hat{R}(1) = \frac{\hat{C}(1)}{\hat{C}(0)} = \frac{1}{n-1} \sum_{t=1}^{n-1} X_{t+1}X_t.
\]

As emphasized in Kreiss and Paparoditis (2011), under appropriate mixing or weak dependence conditions, it holds that $\sqrt{n}\{T_n - w(\vartheta)\}$ has a limiting normal distribution, i.e.

\[
\sqrt{n}\{T_n - w(\vartheta)\} \overset{D}{\to} \mathcal{N}(0, \tau^2)
\]  

(1.2)

as $n \to \infty$, where

\[
\tau^2 = \left[ \frac{\partial w}{\partial x}(x=\vartheta) \right]^2 \sum_{h=-\infty}^{\infty} \text{Cov} \{g(X_t, \ldots, X_{t+m-1}), g(X_{t+h}, \ldots, X_{t+h+m-1})\}.
\]

(1.3)

Suppose we observe univariate data $X_1, \ldots, X_n$ from some stationary process $\{X_t, t \in \mathbb{Z}\}$ and we are interested in the unknown finite sample distribution of $T_n$ as introduced in (1.1) for some functions $w$ and $g$ fulfilling assumption (A); a generalization to the multivariate case is straightforward and is omitted here for simplicity.

The normal approximation to the finite sample distribution based on the central limit theorem in (1.2) might be poor or difficult to achieve. These problems usually occur for small sample sizes and if the limiting variance contains expressions that are not feasible analytically or difficult to estimate. For these reasons, bootstrap methods are an alternative way to estimate the unknown finite sample distribution of $\sqrt{n}\{T_n - w(\vartheta)\}$.

In this paper, we investigate the capability of three major bootstrap techniques to yield valid bootstrap approximations to the distribution of $\sqrt{n}\{T_n - w(\vartheta)\}$ for statistics that belong to the class of functions of generalized means in (1.1), and discuss under which structural assumptions on the process this is the case. First, we consider the linear process bootstrap (LPB) introduced by McMurry and Politis (2010), and further studied in Jentsch and Politis (2012), which is particularly designed for bootstrapping stationary processes with an abruptly drying-out autocovariance structure as e.g. moving-average processes. Then we study the autoregressive sieve bootstrap (AR sieve), proposed by Kreiss (1988, 1992) and Bühlmann (1997) whose validity extends beyond the class of autoregressive processes as discovered recently in Kreiss et al. (2011).

In Section 3, we show that contrary to well-known block bootstrap techniques—such as the moving block bootstrap (MBB) of Künsch (1989) or the stationary bootstrap of Politis and Romano (1994)—the LPB and AR sieve bootstrap fail in general for higher order statistics and without further assumptions; cf. Kreiss et al. (2011) and Kreiss and Paparoditis (2011) for the AR sieve.
Inspired by the block-of-blocks bootstrap introduced by Politis and Romano (1992) and to circumvent the general non-validity of the LPB and AR sieve for higher order statistics, we adapt the preliminary blocking idea and suggest to apply both methods not directly to given observations, but to form blocks of data corresponding to the function g in (1.1) first, and then to apply these methods appropriately to the transformed data. We call the resulting procedures LPB-of-blocks and AR sieve-of-blocks bootstrap, respectively.

The paper is organized as follows. In Section 2, we describe the common bootstrap procedures applied directly to the observations as usual. We illustrate the non-validity of the LPB and AR sieve for higher order statistics if applied directly to the data in Section 3, and we show that this issue still remains even under linearity if it does not come along with invertibility and causality with respect to an i.i.d. noise. Section 4 deals with modifications of LPB, AR sieve for higher order statistics if applied directly to the data in Section 3, and we show procedures applied directly to the observations as usual. We illustrate the non-validity of the LPB and AR sieve for higher order statistics, we adapt the preliminary blocking idea and suggest to apply both methods not directly to the transformed data. We call the resulting procedures LPB-of-blocks and AR sieve-of-blocks bootstrap, respectively.

2. THE BOOTSTRAP ALGORITHMS

In this section, we summarize the bootstrap schemes of the LPB, AR sieve and MBB. Although we consider only univariate processes \( \{X_t, t \in \mathbb{Z}\} \), we phrase all algorithms for \( d \)-dimensional time series data \( X_1, \ldots, X_n \), with \( X_t = (X_{1,t}, \ldots, X_{d,t})' \). In Section 4, this allows for a convenient formulation of the modified bootstrap procedures that apply to blocked data.

Suppose we observe \( d \)-variate time series data \( X_1, \ldots, X_n \) from a stationary process \( \{X_t, t \in \mathbb{Z}\} \) with mean vector \( E(X_t) = \mu \) and autocovariance matrix \( C(h) = E((X_{t+h} - \mu)(X_t - \mu)') \).

2.1. Multivariate LPB.

Step 1. Let \( X \) be the \( (d \times n) \)-data matrix consisting of columns \( X_1, \ldots, X_n \). Compute the centered observations \( \hat{Y}_t = X_t - \overline{X} \), where \( \overline{X} = n^{-1} \sum_{t=1}^{n} X_t \), and let \( Y \) be the corresponding \( (d \times n) \)-matrix of centered observations and define \( \hat{Y} = \text{vec}(Y) \) to be the \( dn \)-dimensional vectorized version of \( Y \).

Step 2. Compute \( W = (\hat{C}_{\kappa,l})^{-1/2} \hat{Y} \), where \( (\hat{C}_{\kappa,l})^{-1/2} \) denotes the lower left triangular matrix \( L \) of the Cholesky decomposition \( \hat{C}_{\kappa,l} = LL' \). Here, \( \hat{C}_{\kappa,l} \) is a positive definite version of the tapered covariance matrix estimator

\[
\hat{C}_{\kappa,l} = \left( \kappa_l(i-j)C(i-j) \right)_{i,j = 1, \ldots, n} = SDS',
\]

where the diagonal matrix of eigenvalues \( D = \text{diag}(\lambda_1, \ldots, \lambda_{dn}) \) is replaced by \( D^\epsilon = \text{diag}(\lambda_1^\epsilon, \ldots, \lambda_{dn}^\epsilon) \) with \( \lambda_i^\epsilon = \max(\lambda_i, \epsilon \max_i \hat{C}_{ii}(0)n^{-\beta}) \) for some constants \( \beta > 1/2 \) and \( \epsilon > 0 \), i.e., \( \hat{C}_{\kappa,l} = SD^\epsilon S' \). Here \( \kappa \) is a flat-top taper with \( \kappa_l(x) = \kappa(x/l) \), where \( l \) denotes a banding parameter; see Jentsch and Politis (2012) for details.

Step 3. Let \( \overline{Z} \) be the standardized version of \( W \), that is, \( Z_i = (W_i - \overline{W})/\hat{\sigma}_W, \ i = 1, \ldots, dn \), where \( \overline{W} = (dn)^{-1} \sum_{t=1}^{dn} W_t \) and \( \hat{\sigma}_W^2 = (dn)^{-1} \sum_{t=1}^{dn} (W_t - \overline{W})^2 \).

Step 4. Generate \( Z^* = (Z_{11}^*, \ldots, Z_{dn}^*)' \) by random resampling with replacement from \( \{Z_1, \ldots, Z_{dn}\} \).

Step 5. Compute \( \sum^* = (\hat{C}_{\kappa,l})^{1/2} Z^* \) and let \( Y^* \) be the matrix that is obtained from \( \sum^* \) by putting this vector column-wise into a \( (d \times n) \)-matrix and denote its columns by \( Y_{11}^*, \ldots, Y_{dn}^* \).

Define \( X^* \) to be the \( (d \times n) \)-matrix consisting of columns \( X_{11}^*, \ldots, X_{dn}^* \).
2.2. Multivariate AR Sieve.

Step 1. Compute the centered observations \( \bar{Y}_t = Y_t - \bar{X} \), where \( \bar{X} = n^{-1} \sum_{i=1}^{n} X_t \).

Step 2. Fit a vector-autoregressive process of order \( p \) to the centered data \( \bar{Y}_1, \ldots, \bar{Y}_n \). This leads to estimated \((d \times d)\)-coefficient matrices \( \hat{A}_1(p), \ldots, \hat{A}_p(p) \), which are obtained from the multivariate Yule–Walker equations.

Step 3. Compute the estimated residuals \( \tilde{u}_t = Y_t - \sum_{k=1}^{p} \hat{A}_k(p) \bar{Y}_{t-k} \), and center them to get \( \tilde{u}_t = \tilde{u}_t - (n-p)^{-1} \sum_{t=p+1}^{n} \tilde{u}_t, t = p+1, \ldots, n \).

Step 4. Generate bootstrap observations \( Y_{1s}^*, \ldots, Y_{ns}^* \) according to

\[
Y_{ts}^* = \sum_{k=1}^{p} \hat{A}_k(p) Y_{ts-k}^* + \tilde{u}_t^*,
\]

where \( (\tilde{u}_t^*) \) are randomly drawn with replacement from \( \{\tilde{u}_{p+1}^*, \ldots, \tilde{u}_n^*\} \). Define \( X^* \) to be the \((d \times n)\)-matrix consisting of columns \( X_s^* = Y_s^* + \bar{X} \).

2.3. Multivariate MBB.

Step 1. Let \( s \in \mathbb{N} \) be the block length, \( N = \lfloor n/s \rfloor \) and denote by \( B_{i, s} = (X_{i}, \ldots, X_{i+s-1}) \) the block of \( s \) consecutive observations starting at time index \( i \).

Step 2. Define discrete and independent Laplace random variables \( i_1, \ldots, i_N \) taking values in \( \{1, \ldots, n-s+1\} \).

Step 3. Lay the blocks \( B_{i_1, s}, \ldots, B_{i_N, s} \) end-to-end in the order sampled together and discard the last \( Ns - n \) observations to get a bootstrap sample \( X_{1s}^*, \ldots, X_{ns}^* \).

The bootstrap procedures in 2.1–2.3 have in common that their major tuning parameters, i.e. banding parameter \( l \) for the LPB, autoregressive order \( p \) for the AR sieve and the block length \( s \) for the MBB need to be of an order smaller than \( n \), but need to increase with \( n \) to yield valid bootstrap approximations; see e.g. Jentsch and Politis (2012), Kreiss et al. (2011), and Lahiri (2003) for details.

3. Non-Validity of the LPB and AR Sieve for Higher Order Statistics

As discussed in Kreiss and Paparoditis (2011), the question whether a certain bootstrap procedure is valid for some statistic \( T_n \) depends essentially on its capability to mimic all characteristics of the underlying distribution of \( \{X_t, t \in \mathbb{Z}\} \) that crop up in the limiting distribution of \( T_n \).

In the following, we illustrate that the LPB and AR sieve are not valid for higher order statistics under general conditions and that this is still the case even under linearity of the process.

3.1. Non-Validity Under General Conditions.

The LPB and the AR sieve have one crucial property in common: they are both designed to capture the entire autocovariance structure of \( \{X_t, t \in \mathbb{Z}\} \) asymptotically, but they do not capture any higher order structure of the underlying process. However, by computing the estimated residuals in Step 2 of the LPB and Step 3 of the AR sieve, respectively, the data gets \textit{decorrelated} and in the limit one obtains \textit{uncorrelated, but not necessarily independent} white noise residuals.

The LPB and AR sieve treat estimated residuals as being independent rather than being uncorrelated. Kreiss et al. (2011) show that this does not influence the validity of the AR sieve to lead to valid bootstrap approximations of the distribution of \( T_n \) if its limiting distribution depends exclusively on autocovariances of the underlying process and not on any higher order dependence structure. Thanks to the capability of the LPB to capture all autocovariances in the limit, it is reasonable to expect the same for this bootstrap approach. Examples of statistics
with this property are the sample mean, kernel spectral density estimates as well as sample autocorrelations under linearity in the univariate case; cf. Jentsch and Kreiss (2010).

However, the limiting distributions of higher order statistics as for example those contained in the class (1.1) usually depend on higher order structure of the process and not only on autocovariances. To illustrate this issue, we consider sample autocovariances in the following. Under suitable assumptions, sample autocovariances $\hat{C}(h)$ satisfy a joint central limit theorem, i.e. for $M \in \mathbb{N}_0$, it holds

$$\sqrt{n} \left( \hat{C}(h) - C(h) : h = 0, \ldots, M \right) \overset{D}{\rightarrow} \mathcal{N}(0, V) \quad (3.1)$$

(cf. Kreiss et al., 2011, Example 3.2), where the covariance matrix $V = \{V(h, k)\}_{h, k = 0, \ldots, M}$ is such that

$$V(h, k) = \sum_{r = -\infty}^{\infty} \text{cum}_4(h, r + k, r) + \sum_{r = -\infty}^{\infty} \{C(r + h - k)C(r) + C(r + h)C(r - k)\}, \quad (3.2)$$

where $\text{cum}_4(h, r + k, r) = \text{cum}_4(X_h, X_0, X_{r+k}, X_r)$ denotes the fourth order joint cumulant of $X_h, X_0, X_{r+k}$ and $X_r$. This result goes along with the central limit theorems in (1.2) and (1.3).

The limiting variance in (3.2) depends additionally to autocovariances also on fourth order joint cumulants of the process. In general, this causes the LPB and the AR sieve to fail for sample autocovariances in particular and generally for all statistics that depend on more than the second order structure of the underlying process.

To shed more light onto this fact, we show that this non-validity still remains even under additionally assumed linearity of the process and we illustrate this issue in the following.

### 3.2. Non-Validity Under Linearity.

Throughout this section, we assume that the process $\{X_t, t \in \mathbb{Z}\}$ is linear, i.e. it holds

$$X_t = \sum_{\nu = -\infty}^{\infty} c_\nu e_{t - \nu}, \quad t \in \mathbb{Z}, \quad (3.3)$$

where $\{c_j, j \in \mathbb{Z}\}$ is an absolutely summable sequence and $\{e_t, t \in \mathbb{Z}\}$ is an i.i.d. white noise process with $E(e_t^2) = \sigma_e^2 \in (0, \infty)$ and $E(e_t^4) = \eta_4 \sigma_e^4 \in (0, \infty)$. The process $\{X_t, t \in \mathbb{Z}\}$ is called *causal* (with respect to $\{e_t, t \in \mathbb{Z}\}$), if $c_k = 0$ for $k < 0$ and it is called *invertible* (with respect to $\{e_t, t \in \mathbb{Z}\}$) if there exists a representation

$$X_t = \sum_{k = 1}^{\infty} d_k X_{t-k} + e_t, \quad t \in \mathbb{Z}, \quad (3.4)$$

such that $\sum_{k=1}^{\infty} |d_k| < \infty$ holds.

However, (3.3) and (3.4) are not the only representations of the process $\{X_t, t \in \mathbb{Z}\}$. By the Wold decomposition, every purely nondeterministic, stationary and zero mean process $\{X_t, t \in \mathbb{Z}\}$ can be represented as

$$X_t = \sum_{k=1}^{\infty} b_k e_{t-k} + e_t, \quad t \in \mathbb{Z}, \quad (3.5)$$

where $\sum_{k=1}^{\infty} b_k^2 < \infty$ and $\{e_t, t \in \mathbb{Z}\}$ is a zero mean white noise with variance $E(e_t^2) = \sigma_e^2 \in (0, \infty)$. Moreover, for stationary zero mean processes with non-vanishing spectral density, there exist
autoregressive coefficients \( \{a_k, k \in \mathbb{N}\} \) such that
\[
X_t = \sum_{k=1}^{\infty} a_k X_{t-k} + \epsilon_t, \quad t \in \mathbb{Z},
\]
with \( \{a_k, k \in \mathbb{N}\} \) being absolutely summable; cf. Pourahmadi (2001) or Kreiss et al. (2011). The process (3.5) is invertible with respect to \( \{\epsilon_t, t \in \mathbb{Z}\} \) only if \( 1 + \sum_{k=1}^{\infty} b_k z^k \neq 0 \) for \( |z| \leq 1 \) and (3.6) is causal with respect to \( \{\epsilon_t, t \in \mathbb{Z}\} \) only if \( 1 - \sum_{k=1}^{\infty} a_k z^k \neq 0 \) for \( |z| \leq 1 \). The i.i.d. white noise process \( \{\epsilon_t, t \in \mathbb{Z}\} \) in (3.3) is in general different to the uncorrelated, but typically not independent white noise process \( \{\epsilon_t, t \in \mathbb{Z}\} \) in (3.5) and (3.6).

To return to the question why the LPB and AR sieve may fail even for linear processes, note that the AR sieve typically relies on the Yule–Walker estimators for AR coefficients that are assured to be causal (cf. Brockwell and Davis, 1991). Hence, faced with data from a non-causal, linear AR model, the AR sieve bootstrap may have difficulties. Similarly, the LPB relies on the Cholesky decomposition of a covariance matrix which is equivalent to the innovations algorithm that provides estimates of the MA coefficients that are invertible; cf. Rissanen and Barbosa (1969), Brockwell and Davis (1988). Hence, faced with data from a non-invertible, linear MA model, the LPB may have difficulties.

In the following examples, we illustrate how non-invertible MA(1) processes and non-causal AR(1) processes can be written as AR(\( \infty \)) in (3.5) and as MA(\( \infty \)) in (3.6), respectively. The first MA(1) example has been considered previously in Kreiss et al. (2011); the second example can be considered as its canonical AR(1) counterpart.

**Example 3.1** (Non-invertible MA(1) processes).
Let \( \{X_t, t \in \mathbb{Z}\} \) be a causal moving-average process of order one, i.e.
\[
X_t = e_t + b \epsilon_{t-1}, \quad t \in \mathbb{Z},
\]
where \( \{\epsilon_t, t \in \mathbb{Z}\} \) is an i.i.d. white noise process with \( E(\epsilon_t^2) = \sigma_e^2 \in (0, \infty) \), \( E(\epsilon_t^4) = \sigma_e^4 \eta_e \in (0, \infty) \) and \( b > 1 \) such that \( X_t, t \in \mathbb{Z} \) is non-invertible and (3.7) can be written as
\[
e_t = \left(\frac{1}{1 + b L}\right) X_t = -\sum_{k=1}^{\infty} \left(\frac{1}{b}\right)^k X_{t+k}, \quad t \in \mathbb{Z}.
\]
There exists another MA(1) representation with white noise \( \{\epsilon_t, t \in \mathbb{Z}\} \) that is in general only uncorrelated, but not independent. More precisely, it holds
\[
X_t = \left(1 + \frac{1}{b} L\right) \left(\frac{1 + b L}{1 + \frac{1}{b} L}\right) e_t = e_t + \frac{1}{b} \epsilon_{t-1}, \quad t \in \mathbb{Z},
\]
where \( e_t = (1 + b^{-1} L)^{-1}(1 + b L) \epsilon_t = \sum_{k=0}^{\infty} \beta_k \epsilon_{t-k} \) with \( \beta_0 = 1 \) and \( \beta_k = (-b)^{-k}(1 - b^2) \), \( k \in \mathbb{N} \) such that \( E(\epsilon_t) = 0 \), \( E(\epsilon_t^2) = b^2 \sigma_e^2 \), \( E(\epsilon_t \epsilon_s) = 0 \) for \( s \neq t \) and
\[
\eta_e - 3 = \frac{E(\epsilon_t^4)}{E(\epsilon_t^2)^2} - 3 = \frac{3 b^4 \sigma_e^4 + (\sum_{k=0}^{\infty} \beta_k^2)}{b^4 \sigma_e^4} \left\{E(\epsilon_t^4) - 3 \sigma_e^4\right\} - 3
\]
\[
= \frac{b^2 (b^4 - 3 \sigma_e^4 + 4)}{1 + b^2} \left[\frac{E(\epsilon_t^2)}{E(\epsilon_t^2)^2} - 3\right] \neq \frac{E(\epsilon_t^4)}{E(\epsilon_t^2)^2} - 3 = \eta_e - 3.
\]
The MA representation (3.9) may be rewritten as
\[
e_t = \left(\frac{1}{1 + \frac{1}{b} L}\right) X_t = \sum_{k=0}^{\infty} \left(\frac{-1}{b}\right)^k X_{t-k}, \quad t \in \mathbb{Z}.
\]
Example 3.2 (Non-causal AR(1) processes). Let \( \{X_t, t \in \mathbb{Z}\} \) be an invertible autoregressive process of order one, i.e. \( \{X_t, t \in \mathbb{Z}\} \) is the stationary solution of

\[
X_t = aX_{t-1} + \epsilon_t, \quad t \in \mathbb{Z},
\]

(3.12)

where \( \{\epsilon_t, t \in \mathbb{Z}\} \) is an i.i.d. white noise process with \( E(\epsilon_t^2) = \sigma_e^2 \in (0, \infty) \), \( E(\epsilon_t^4) = \sigma_e^4\eta_e \in (0, \infty) \) and \( |a| > 1 \) such that \( \{X_t, t \in \mathbb{Z}\} \) is non-causal and (3.12) can be written as

\[
X_t = \left( \frac{1}{1 - aL} \right) \epsilon_t = -\sum_{k=1}^{\infty} \left( \frac{1}{a} \right)^k \epsilon_{t+k}, \quad t \in \mathbb{Z}.
\]

(3.13)

There exists another AR(1) representation with white noise \( \{\epsilon_t, t \in \mathbb{Z}\} \) that is in general only uncorrelated, but not independent. More precisely, it holds

\[
e_t = (1 - aL)X_t = \left( \frac{1 - aL}{1 - \frac{1}{a}L} \right) \left( 1 - \frac{1}{a}L \right) X_t, \quad t \in \mathbb{Z}
\]

and, equivalently,

\[
X_t = \frac{1}{a} X_{t-1} + \epsilon_t, \quad t \in \mathbb{Z},
\]

(3.14)

where \( \epsilon_t = (1 - a^{-1}L)(1 - aL)^{-1}\epsilon_t = \sum_{k=0}^{\infty} \alpha_k\epsilon_{t-k} \) with \( \alpha_0 = a^{-2} \) and \( \alpha_k = a^{-k}(a^{-2} - 1), k \in \mathbb{N} \) such that \( E(\epsilon_t) = 0, E(\epsilon_t^2) = a^{-2}\sigma_e^2, E(\epsilon_t\epsilon_s) = 0 \) for \( s \neq t \) and

\[
\eta_e - 3 = \frac{E(\epsilon_t^4)}{\{E(\epsilon_t^2)\}^2} - 3 = \frac{3a^{-4}\sigma_e^4 + \left( \sum_{k=0}^{\infty} \alpha_k^2 \right) \{E(\epsilon_t^2) - 3\sigma_e^2\}}{a^{-3}\sigma_e^2} - 3
\]

\[
= \frac{(a^4 - 3a^2 + 4)}{a^2(1 + a^2)} \left[ \frac{E(\epsilon_t^2)}{\{E(\epsilon_t^2)\}^2} - 3 \right] \neq \frac{E(\epsilon_t^4)}{\{E(\epsilon_t^2)\}^2} - 3 = \eta_e - 3.
\]

(3.15)

The AR representation (3.14) may be rewritten as

\[
X_t = \left( \frac{1}{1 - \frac{1}{a}L} \right) \epsilon_t = \sum_{k=0}^{\infty} \left( \frac{1}{a} \right)^k \epsilon_{t-k}, \quad t \in \mathbb{Z}.
\]

(3.16)

Due to their properties discussed above, Yule–Walker estimators applied to data generated by (3.7) or (3.12) estimate the AR coefficients and lead to residuals in (3.11) and in (3.14) instead of the i.i.d. residuals in (3.8) and (3.12). Similarly, the Cholesky decomposition of the covariance matrix executed for the LPB leads to coefficients and residuals in (3.9) and (3.16) instead of the i.i.d. residuals in (3.7) and (3.13), respectively. Compare also Figures 5 and 6 in Section 5, where several correlograms related to these estimated residuals are shown that emphasize that they are indeed uncorrelated, but not independent in the case of non-causality or non-invertibility of the process with respect to i.i.d. noise.

Under linearity, the limiting covariances of sample autocovariances still depend on the fourth order structure of the process. More precisely, (3.2) becomes

\[
V(h, k) = C(h)C(k)(\eta_e - 3) + \sum_{r=-\infty}^{\infty} \left\{ C(r + h - k)C(r) + C(r + h)C(r - k) \right\}
\]

(3.17)

and to provide asymptotically valid bootstrap approximations for sample autocovariances, the LPB and AR sieve need to mimic not only autocovariances, but also the standardized fourth order cumulant \( \eta_e - 3 \) of \( \{\epsilon_t, t \in \mathbb{Z}\} \) correctly.

If the underlying process is not causal and invertible with respect to the same independent white noise process \( \{\epsilon_t, t \in \mathbb{Z}\} \), the LPB and AR sieve methods will lead to uncorrelated but not
Independent residuals. As illustrated in Examples 3.1–3.2 above, by applying random resampling from these residuals, the higher order dependence structure beyond autocovariances gets distorted and the cumulant term \((\eta - 3)\) is no longer mimicked correctly. The LPB and AR sieve fail in this case unless the process is Gaussian in which case uncorrelated and independent coincide, \(\eta = 3\), and eqs. (3.10) and (3.15) hold true.

To conclude this section, recall that the limiting covariances of sample autocorrelations \(\hat{R}(h) = \hat{C}(h)/\hat{C}(0)\) depend in the univariate case only on autocovariances of the process if the process is linear. For this reason, the LPB and AR sieve are valid for sample autocorrelations under the assumption of linearity (in the univariate case) contrary to sample autocovariances.

4. Resampling of Blocked Data

Suppose now we observe univariate data \(X_1, \ldots, X_n\) from a stationary process \(\{X_t, t \in \mathbb{Z}\}\) with zero mean and autocovariance function \(C(h) = \mathbb{E}(X_{t+h}X_t)\). We want to estimate the unknown finite sample distribution of \(T_n\) defined in (1.1) for some functions \(w\) and \(g\) fulfilling assumption (A) and some fixed \(m \in \mathbb{N}\).

Inspired by the block-of-blocks bootstrap proposed by Politis and Romano (1992) and displayed below, the validity of LPB and AR sieve for the sample mean can be used to correct the nonvalidity for higher order statistics as e.g. sample autocovariances in the general case.

In the following, we introduce modifications of the LPB and AR sieve that apply to blocked data rather than directly to the observations.

4.1. LPB-of-Blocks Bootstrap.

Step 1. Define \(\tilde{X}_t := g(X_t, \ldots, X_{t+m-1})\) and let \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) be the set of \(d\)-dimensional data transformed by function \(g\).

Step 2. Apply the multivariate LPB scheme to the \(d\)-dimensional data \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) to get bootstrap observations \(\tilde{X}_1^*, \ldots, \tilde{X}_{n-m+1}^*\).

Step 3. Compute \(T_n^* = w\{(n - m + 1)^{-1}\sum_{t=1}^{n-m+1}\tilde{X}_t^*\}\).

Step 4. Repeat Steps 2 and 3 \(B\)-times, where \(B\) is large, and approximate the unknown distribution of \(\sqrt{n}\{T_n^* - w(\theta)\}\) by the empirical distribution of \(\sqrt{n}\{T_{n,1}^* - T_n\}, \ldots, \sqrt{n}\{T_{n,B}^* - T_n\}\).

4.2. AR Sieve-of-Blocks Bootstrap.

Step 1. Define \(\tilde{X}_t := g(X_t, \ldots, X_{t+m-1})\) and let \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) be the set of \(d\)-dimensional data transformed by function \(g\).

Step 2. Apply the multivariate AR sieve scheme to the \(d\)-dimensional data \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) to get bootstrap observations \(\tilde{X}_1^*, \ldots, \tilde{X}_{n-m+1}^*\).

Step 3. Compute \(T_n^* = w\{(n - m + 1)^{-1}\sum_{t=1}^{n-m+1}\tilde{X}_t^*\}\).

Step 4. Repeat Steps 2 and 3 \(B\)-times, where \(B\) is large, and approximate the unknown distribution of \(\sqrt{n}\{T_n^* - w(\theta)\}\) by the empirical distribution of \(\sqrt{n}\{T_{n,1}^* - T_n\}, \ldots, \sqrt{n}\{T_{n,B}^* - T_n\}\).

4.3. Block-of-Blocks Bootstrap.

Step 1. Define \(\tilde{X}_t := g(X_t, \ldots, X_{t+m-1})\) and let \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) be the set of \(d\)-dimensional data transformed by function \(g\).

Step 2. Apply the multivariate MBB scheme to the \(d\)-dimensional data \(\tilde{X}_1, \ldots, \tilde{X}_{n-m+1}\) to get bootstrap observations \(\tilde{X}_1^*, \ldots, \tilde{X}_{n-m+1}^*\).
Table 1. Choice of tuning parameters.

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Model I &amp; II</th>
<th>Model III &amp; IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>250 500</td>
<td>50 250 500</td>
</tr>
<tr>
<td>LPB</td>
<td>1</td>
<td>1 1 1</td>
<td>4 8 12</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8 12</td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>2</td>
<td>4 6</td>
<td>1 1 1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9 11</td>
<td></td>
</tr>
<tr>
<td>Block</td>
<td>5</td>
<td>9 11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9 11</td>
<td></td>
</tr>
<tr>
<td>LPB-of-blocks</td>
<td>2</td>
<td>2 2 2</td>
<td>5 9 13</td>
</tr>
<tr>
<td>Block-of-blocks</td>
<td>5</td>
<td>9 11</td>
<td>5 9 11</td>
</tr>
<tr>
<td>AR</td>
<td>3</td>
<td>5 7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2 2</td>
<td></td>
</tr>
</tbody>
</table>

Step 3. Compute $T_n^* = w\{(n - m + 1)^{-1}\sum_{t=1}^{n-m+1} \tilde{X}_t\}$.

Step 4. Repeat Steps 2 and 3 $B$-times, where $B$ is large, and approximate the unknown distribution of $\sqrt{n}(T_n - w(\theta))$ by the empirical distribution of $\sqrt{n}(T_{n,1}^* - T_n), \ldots, \sqrt{n}(T_{n,B}^* - T_n)$.

Remark 4.1.
The validity of the LPB, AR sieve, and MBB when applied to suitably blocked data, can be verified by checking the conditions of the corresponding theorems for the sample mean of the new process $\{\tilde{X}_t, t \in \mathbb{Z}\}$, namely:

(i) McMurry and Politis (2010) and Jentsch and Politis (2012) for the LPB-of-blocks bootstrap;

(ii) Bühlmann (1997), Kreiss et al. (2011) as well as Kreiss and Meyer (2012) for the AR sieve-of-blocks bootstrap;

(iii) Künsch (1989) and Politis and Romano (1992) for the block-of-blocks bootstrap.

5. Simulation Study

We compare the LPB-of-blocks bootstrap, AR sieve-of-blocks bootstrap and MBB block-of-blocks bootstrap to the LPB, AR sieve and MBB when applied directly to the observations. In particular, we compare the performance of the aforementioned bootstrap methods in estimating the variances of sample autocovariances at lags zero and one, and of the sample autocorrelation at lag one, i.e. $\text{Var}\{\hat{C}(0)\}$, $\text{Var}\{\hat{C}(1)\}$ and $\text{Var}\{\hat{R}(1)\}$.

We consider realizations of sample size $n \in \{50, 250, 500\}$ from two moving-average models and from two autoregressive models. More precisely, we consider data from the causal and invertible MA(1) model

$$X_t = e_t + \frac{3}{10}e_{t-1}, \quad e_t \sim \mathcal{U}\left(-\sqrt{3}, \sqrt{3}\right), \quad t \in \mathbb{Z}$$

and from the causal and non-invertible MA(1) model

$$X_t = e_t + \frac{10}{3}e_{t-1}, \quad e_t \sim \mathcal{U}\left(-\frac{\sqrt{3}}{10}, \frac{\sqrt{3}}{10}\right), \quad t \in \mathbb{Z},$$

where $\mathcal{U}(a, b)$ denotes the uniform distribution on the interval $(a, b)$, which has excess kurtosis $\eta_e - 3 = -6/5$ for $a < b$. Both MA(1) processes above possess exactly the same autocovariance structure and Model II is covered by Example 3.1. Furthermore, we consider data from the stationary, invertible and causal solution of the AR(1) model equation

$$X_t = \frac{3}{10}X_{t-1} + e_t, \quad e_t \sim \mathcal{U}\left(-\sqrt{3}, \sqrt{3}\right), \quad t \in \mathbb{Z}$$
Figure 1. Bootstrap estimates of $\text{Var}\{\hat{C}(0)\}$ (first row), $\text{Var}\{\hat{C}(1)\}$ (second row), and $\text{Var}\{\hat{R}(1)\}$ (third row) for Model I based on LPB, SIEVE, and BLOCK bootstrap applied directly (grey boxes) and to blocked data (white boxes). From left to right sample sizes $n = 50, 250$ and $500$ have been used.

and from the stationary, invertible and non-causal solution of the AR(1) model equation

$$X_t = \frac{10}{3} X_{t-1} + \epsilon_t, \quad \epsilon_t \sim U\left(-\frac{10}{\sqrt{3}}, \frac{10}{\sqrt{3}}\right), \quad t \in \mathbb{Z}.$$ 

Both AR(1) models above have exactly the same autocovariance structure and Model IV is covered by Example 3.2. We have chosen uniformly distributed i.i.d. white noise instead of normal distributed white noise because in the Gaussian case Models I and II as well as III and IV coincide, respectively.
To estimate the exact variances, 20,000 Monte Carlo replications have been used while bootstrap approximations are based on $B = 250$ bootstrap replications, and we have simulated $T = 500$ data sets for each model. For the LPB we have used a rectangular weight function $\kappa(x) = 1$ if $|x| \leq 1$ and $\kappa(x) = 0$ otherwise to band the estimated covariance matrix. The tuning parameters $\epsilon$ and $\beta$ that assure positive definiteness are set equal to one. The choice of tuning parameters according to model and sample size are summarized in Table 1.

In Figures 1–4, we show boxplots for the bootstrap estimates of $\text{Var}\{\hat{C}(0)\}$, $\text{Var}\{\hat{C}(1)\}$ and $\text{Var}\{\hat{R}(1)\}$ for Models I–IV; grey boxes correspond to bootstrap procedures applied directly to
the data as described in Section 2 while white boxes correspond to bootstrap procedures applied to blocked data as in Section 4.

To illustrate that the residuals obtained by LPB for Model II and by AR sieve for Model IV are uncorrelated, but not independent, we show correlograms of these estimated residuals, their absolute values and their squares for sample size \( n = 1000 \) in Figures 5 and 6, respectively.

5.1. Discussion of the Results.
In Figures 1 and 3, the simulation results for the well-behaved (causal and invertible) Models I
Figure 4. Bootstrap estimates of $\text{Var}\{\hat{C}(0)\}$ (first row), $\text{Var}\{\hat{C}(1)\}$ (second row), and $\text{Var}\{\hat{R}(1)\}$ (third row) for Model IV based on LPB, SIEVE, and BLOCK bootstrap applied directly (grey boxes) and to blocked data (white boxes). From left to right sample sizes $n = 50, 250$ and $500$ have been used.

and III are displayed. Except for the directly applied block bootstrap for estimating the variance of $\hat{C}(1)$ in the second rows of both figures, all bootstrap procedures tend to estimate the targets consistently.

Although the autocovariances of Models II and IV are exactly the same as in Model I and III, respectively, in comparison to Figures 1 and 3, things become different in Figure 2 and 4 for Models II and IV. Considering the first row of panels in both Figures 2 and 4, it becomes clear that the LPB and AR sieve applied directly to the data fail systematically to estimate the true variance of $\hat{C}(0)$ consistently, while both techniques applied to blocked data lead to success. In
view of the discussion in Section 3, this is exactly what we expected and can be explained by
noticing that $\eta_t - 3 \neq \eta_t - 3$. This inconsistency for the LPB and AR sieve is also present in the
second rows of panels in both Figures 2 and 4, but it is unrecognizably suppressed here due to
multiplication with $C^2(1)$ in the first term of (3.17). However, all bootstrap approaches lead to
valid approximations for the variance of $\hat{R}(1)$ in the third rows of Figures 2 and 4 as expected.
Again the block bootstrap applied directly to the data performs poorly, which we expect to be
cased by an improper choice of the block length.

In summary, the LPB and AR sieve fail to provide valid bootstrap approximations in cases
where the underlying model is either non-invertible or non-causal with respect to i.i.d. noise.
This inconsistency occurs whatever the choice of the tuning parameters is, and both methods
lead to success when they are not applied directly to the observations, but to blocked data.

In general, all bootstrap procedures applied directly to the data perform better if advisable.
Particularly for small sample sizes, the bootstrap procedures designed for the data generating
process under consideration tend to perform better than all others. For instance, the LPB per-
forms better if the true model is a moving-average model and the AR sieve outperforms the
other methods if the underlying process is an autoregression.

Considering the Figures 5 and 6, it becomes obvious that all sets of residuals are uncorre-
lated, but that contrary to the residuals from Model I and III (first rows) those from Models
II and IV (second rows) are not independent. This is confirmed by the correlograms computed
from their absolute values and their squares that show significant correlations in the first lag.
This explains once again numerically the inconsistency for the LPB and the AR sieve for sample
autocovariances in Model II and IV.
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